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Abstract— The problem of measuring scientific impact is consid-
ered. A class of so-called p-sphere indices, which generalize the well
known Hirsch index, is used to construct a possibility measure of sci-
entific impact. This measure might be treated as a starting point for
prediction of future index values or for dealing with right-censored
bibliometric data.

Keywords— Hirsch’s h-index, p-sphere indices, scientific impact,
possibility theory, scientometrics.

1 Introduction

Fair and objective assessment methods of individual scientists
had become the focus of scientometricians’ attention since the
very beginning of their discipline. A quantitative expression,
i.e. measurement, of some publication-citation process char-
acteristics is assumed to be a predictor of broadly conceived
scientific competence.

Among the most popular scientific impact indicators is the
h-index, proposed by J. Hirsch in 2005 [1]. It has been defined
as follows. An author who had published n papers has the
Hirsch index equal to H , if each of his H publications were
cited at least H times, and each of the other n−H items were
cited no more than H times. This simple indicator quickly re-
ceived much attention in the academic community [2, 3] and
started to be a subject of intensive research. It was noted (see
for example [4, 5]) that contrary to earlier approaches, i.e.
publication count, citation count etc., the measure both con-
cerns productivity and impact of an individual.

Many modifications of the h-index were later proposed,
e.g. Egghe’s g-index [6], Kosmulski’s h(2)-index [7], Jin’s R-
index [8] or Schreiber’s hm-index [9]. It was also a matter of
more formal studies (e.g. [10, 11, 12, 13, 14, 15]). It is worth
noting that the h-index can be expressed as the Sugeno inte-
gral of some function with respect to a fuzzy counting mea-
sure [16]. For more details we refer the reader to the extensive
scientometric literature.

2 Difficulties related to the h-index

From now on N0 = N ∪ {0} denotes the set of all natural
numbers and zero, while R

+
0 = R

+ ∪{0} stands for the set of
all nonnegative real numbers. For any sets X, Y and Z (Z ⊂
X) and f : X → Y by f |Z we mean a mapping satisfying
f |Z(x) = 1x∈Zf(x), where 1 is an indicator function.

Let us assume that an individual has published exactly
n ∈ N papers. The list of papers generates an ordered ci-
tation sequence C = (c1, c2, . . . , cn) such that ci ≥ cj for

1 ≤ i < j ≤ n, where ci ∈ N0 is the number of unique
citations received by the i-th article.

The problem with the h-index is twofold. Firstly, it assumes
perfect knowledge of the author’s citation sequence. In prac-
tice we gather bibliometric data from large online academic
services, such as Thomson Web of Science, Elsevier Scopus or
Google Scholar. The coverage of all digital libraries is lim-
ited, so in most cases we are dealing with right-censored data.

On the other hand, citing is a dynamic process. If you were
applying for academic tenure and were asked to determine
your h-value, would you be sure that the index is not about to
increase in a while? That is because the Hirsch coefficient to-
tally ignores the number of citations received by publications
represented by c1, c2, . . . , cH (we only know their citation
counts are≥ H) and how close to H are cH+1, cH+2, . . . , cn.

As an illustration of the raised issues, consider the follow-
ing citation sequences: C1 = (4, 4, 4, 4, 0, 0, 0) and C2 =
(10, 9, 8, 7, 4, 4, 3, 1). Both have the h-index of 4, but in the
latter case there is not much needed for C2’s h to increase
even to the value of 6. Such property of the citation sequence
could be called saturation or even instability.

In the next section we recall necessary information on a
class of so-called “geometric” scientific impact indices [17].
In Section 4 we suggest how to evaluate the h-index stability
by means of possibility theory. In our model a given, but usu-
ally uncertain, citation sequence will be treated as a source of
information to estimate possible and necessary index values.
Section 5 illustrates the construction of the suggested possi-
bility measure for individual’s h-index.

3 p-sphere indices

Let us recall some definitions from the paper [17]. The follow-
ing function, based on the citation sequence, will be useful.

Definition 1. A citation function based on a citation sequence
C is a mapping πC : R

+
0 → R

+
0 given by

πC(x) =

{
ci if x ∈ [i− 1, i) , i = 1, 2, . . . , n,
0 if x ≥ n.

(1)

An exemplary citation function for sequence C =
(5, 4, 3, 3, 3, 1) is depicted in Fig. 1.

Definition 2. Consider a function f : R
+
0 → R

+
0 . We say

that the citation function π dominates the function f (denoted
π " f ) if π(x) ≥ f(x) for every x ∈ R

+
0 .
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Figure 1: Citation function for C = (5, 4, 3, 3, 3, 1).

A set of all functions f : R
+
0 → R

+
0 dominated by the

citation function π will be denoted by Lπ.

Among the two new classes of scientific impact indices, the
authors defined the p-sphere index.

Definition 3. Given an arbitrary real number 1 ≤ p <∞ and
any real number r ≥ 0 let sp,r : R

+
0 → R

+
0 denote a function

sp,r(x) =

{
(rp − xp)

1

p for x ∈ [0, r) ,
0 for x ≥ r.

(2)

Moreover, for p =∞ we have

s∞,r(x) =

{
r for x ∈ [0, r) ,
0 for x ≥ r.

(3)

Intuitively, for x ∈ [0, r), the graph of sp,r(x) determines
a part of an Lp-sphere (i.e. the boundary of an Lp-ball on
a plane) of radius r (see Fig. 2) and centered at (0, 0). There-
fore sp,r is further on called the p-sphere function of radius
r.

Figure 2: Exemplary p-spheres, for p = 1, 2,∞.

Definition 4. The p-sphere index (or, originally, the maximal
p-radius) of a citation function π is the greatest number r ≥ 0,
for which π still dominates sp,r , i.e.

rπ(p) := max {r : π " sp,r} . (4)

The p-sphere index was primarily denoted rp(π). In this ar-
ticle we mainly consider the maximal radius to be a function
of p, hence the change. For abbreviation, the p-sphere func-
tion of maximal p-radius sp,rπ(p) will be denoted by Sp,π and
called the maximal p-sphere function for π.

Here are some properties of the p-sphere index.

Lemma 5. For any given p ≥ 1 and a citation sequence C =
(c1, c2, . . . , cn), let π = πC. Then the following properties
hold:

(i) rπ(p) ≤ n.

(ii) rπ(p) ≤ c1.

(iii) If p = ∞, then rπ(∞) = H , where H is the h-index of
an individual (see [1]).

(iv) If p = 1, then rπ(1) = W , where W is the individual’s
w-index, as defined by Woeginger in [13].

(v) For any q > p, rπ(q) ≤ rπ(p) ≤ 2rπ(q).

(ii) rπ(p) is nonincreasing with respect to p.

Their proofs were given in [17].

4 Possible and necessary h-index
The theory of fuzzy measures and evidence has been well es-
tablished. Therefore only definitions and properties that are
necessary are recalled (for more details and further references
the reader is referred, e.g., to [18]).

Further on we consider measures with respect to R
+
0 and

a family of all its subsets P(R+
0 ).

Definition 6. A function µ : P(R+
0 ) → [0, 1] is a fuzzy mea-

sure if it satisfies the following requirements:

M1. µ(∅) = 0 and µ(R+
0 ) = 1 (boundary conditions),

M2. for all A, B ∈ P(R+
0 ), if A ⊆ B, then µ(A) ≤ µ(B)

(monotonicity).

Definition 7. Let Pos denote a fuzzy measure. Then Pos is
called a possibility measure iff for any family {Ak ∈ P(R+

0 ) :
k ∈ K} and an arbitrary index set K ,

Pos

( ⋃
k∈K

Ak

)
= sup

k∈K
Pos(Ak). (5)

For each possibility measure Pos we may associate another
fuzzy measure Nec, called necessity measure, defined by

Nec(A) := 1− Pos(A), (6)

where A ∈ P(R+
0 ).

It may be shown, that for every A ∈ P(R+
0 ) and for any

possibility measure Pos and the associated necessity measure
Nec following relations hold:

(i) Nec(A) > 0⇒ Pos(A) = 1,

(ii) Pos(A) < 1⇒ Nec(A) = 0.

Proposition 8. Every possibility measure Pos may be
uniquely determined by a possibility distribution function (ab-
breviated Pos.D.F.) R : R

+
0 → [0, 1] by the formula

Pos(A) = sup
x∈A

R(x), (7)

where A ∈ P(R+
0 ).
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Now we are ready to present a class of possibility measures
for the h-index values.

Suppose we are given a citation sequence C =
(c1, c2, . . . , cn) of some individual X . Some of the elements
of C are either right-censored data or are potentially due to
increase in a “short time”. Let H = h(C) = max{i ∈ N0 :
ci ≥ i} be equal to X’s Hirsch index. Thus we have sure
evidence that the true value of X’s Hirsch-index is at least H .

We propose some minimal requirements for a possibility
distribution to describe hypothetical values of the h-index.

Definition 9. A Pos.D.F. for the Hirsch index is a mapping
Rh : R

+
0 → [0, 1] which satisfies the following axioms:

H1. Rh(x) = 0 for x < H or x �∈ N0,

H2. Rh(H) = 1 (normalization),

H3. For any x, x′ ∈ N0, if H ≤ x < x′ then Rh(x) >
Rh(x′) or Rh(x′) = 0.

These axioms seem quite natural. Let us look at some prop-
erties of the fuzzy measures defined by such Pos.D.F. The fol-
lowing proposition might be easily proved.

Proposition 10. Let Rh be an arbitrary Pos.D.F. for the
Hirsch index. Furthermore, let Pos be the possibility measure
determined by Rh and Nec be the associated necessity mea-
sure. Then for any [a, b] ∈ P(R+

0 ) the following properties
are satisfied.

• If H ∈ [a, b] then Pos([a, b]) = 1.

• If H �∈ [a, b] then Nec([a, b]) = 0.

• If H ∈ [a, b] then for any b < b′ we get Nec([a, b]) ≤
Nec([a, b′]).

The postulated measures may give clues for questions such
as: What is the (broadly conceived) possibility that the true
value of X’s h-index is really “equal to H+1” or “greater than
H”. Note that publishing-citing is an extremely complicated
process and without drastic simplifications and idealizations it
cannot be modeled using stochastic methods. Thus, in general,
it is not reasonable to consider the results of individual sci-
entometric measurements by means of the probability theory.
Therefore, our problem is how to construct appropriate possi-
bilistic measures. In the next section we propose a Pos.D.F.
for the Hirsch index defined by means of the r(p)-indices.

5 Example
Lemma 11. Assume we are given a citation function C =
(c1, c2, . . . , cn), π = πC and rπ(∞) = H ∈ N. Then the
properties below are satisfied:

(i) ci ≥ H for every i ≤ H ,

(ii) ci ≤ H for every i > H ,

(iii) rπ(p) ≤ 2
1

p H for any 1 ≤ p <∞.

Proof. Only (iii) is proved here. Let 1 ≤ p <∞. By Lemma
5, H ≤ rπ(p) ≤ 2H . Let a = max{c1, 2H}. Consider
a citation sequence C

′ = (c′1, c
′

2, . . . , c
′

n), such that c′i = a for
i ≤ H , and c′i = H for H < i ≤ n. Clearly, rπC′ (∞) = H ,

and ci ≤ c′i for any i. For every 1 ≤ p < ∞, Sp,πC′ goes
through (H, H), so rπC′ (p) is the largest possible for fixed
H . Solving (2) for r gives rπC′ (p) = 2

1

p H . Hence rπC(p) ≤
2

1

p H as stated.

Let us define the inverse function of rπ . As rπ is not nec-
essarily an injection, we need a special formula. In the sequel
we assume that

r−1
π (�) := max {p : rπ(p) = �} , (8)

for � ∈ [rπ(∞), rπ(1)], and undefined otherwise. This def-
inition is sensible, as it may be easily shown that for any
1 ≤ p′ < p′′ and x ∈ R

+
0 , rπ(p′) = rπ(p′′) implies

Sp′,π(x) ≤ Sp′′,π(x), hence the knowledge of maximal p sat-
isfying rπ(p) = � is the most informative.

Now, let Rπ : R
+
0 → [0, 1] be a function given by:

Rπ(x) =




0 for x < rπ(∞),

2− 21/r−1

π (x) for x ∈ [rπ(∞), rπ(1)],
0 for x > rπ(1).

(9)

It is easily seen that for x ∈ [rπ(∞), rπ(1)], Rπ(x) is
a strictly decreasing, but not necessarily continuous function.

For any 1 ≤ p < ∞, if rπ(p) = 2
1

p H , then r−1
π (x) =

[log2(
1
H x)]−1 and

Rπ(x) =

{
2− 1

H x for x ∈ [H, 2H ],
0 otherwise. (10)

Lemma 12. Let C and C
′ be citation sequences for which

π = πC, π′ = πC′ , rπ(∞) = rπ′(∞) = H and for any
1 ≤ p <∞, rπ(p) = 2

1

p H .

(i) Rπ′(x) ≤ Rπ(x) for any x,

(i) If Rπ′ is given by (10), then rπ′(p) = 2
1

p H for any 1 ≤
p <∞.

The proof is left to the reader.

It may be shown that Rπ|N0
is a Pos.D.F. for the Hirsch in-

dex for π. Thus the class of p-sphere indices may be used to
construct a possibility measure having the properties of our in-
terest. Obviously, one may find uncountably many transforms
of r−1

π to [0, 1], so that is just an example. Generating mean-
ingful possibility measures by means of the p-sphere indices
dependent on a type of the process affecting citation sequences
is in scope of our future research.

Let us discuss the behavior of the proposed possible h-index
on real-world data and see how it can be used to differen-
tiate between individual’s citation information. We consider
the output of 3 Polish computer scientists, Prof. A having
nA = 19 publications, Prof. B with nB = 29 publications
and Prof. C with his nC = 18 publications. Their citation
sequences, according to Scopus1, are given in Table 1. See
Fig. 3 for the citation functions πA, πB, πC and the maxi-
mal p-spheres for p = 1, 2,∞. Each author’s h-index equals
H = 7, but they differ in values of other p-sphere indices, e.g.
rπA(1) = 12, rπB (1) = 14 and rπC (1) = 10.

1The publication data were gathered on January 20, 2009 and are
limited to the field “Computer Science”. Authors’ names have been
intentionally masked.
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Figure 3: Citation functions of the 3 authors.

The author’s Rπ functions and resulting possibility distri-
bution functions for the Hirsch-index are depicted in Fig. 4.
Please note that RπB is of the form (10).

We see that Prof. B has the greatest possibility of increasing
his h-index. On the contrary, some papers of Prof. C has not
got a required number of citations so he can not have high
expectations of a greater h-value. The proposed Poss.D.F.
clearly differentiates between all the authors and can be used
as a complement to the Hirsch index.

6 Conclusions
In the paper we discussed an important problem related to
the Hirsch index: it assumes perfect knowledge of author’s
citation sequence and does not take into account a dynamic
essence of the publication/citation process. Therefore we pro-

Table 1: Citation sequences of the 3 authors.
CA (103, 20, 16, 16, 10, 9, 8, 5, 4, 4, 4, 3, 2, 2, 2, 1, 0, 0, 0),
CB (56, 30, 17, 14, 11, 11, 9, 7, 6, 6, 5, 4, 4, 3, 3, 3, 2, 2, 2,

2, 1, 1, 1, 0, 0, 0, 0, 0, 0),
CC (39, 34, 23, 17, 16, 7, 7, 5, 2, 2, 1, 1, 0, 0, 0, 0, 0, 0).
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Figure 4: Rπ and Pos.D.F. for the h-index of the 3 authors.

posed a possibilistic approach to the indicator by setting sev-
eral axioms for the possibility distribution function for the h-
index.

In this model, given citation data are treated as an evidence
for the minimal h-value and thus are just a starting point for
speculation on its likely value in the case of perfect informa-
tion.

We used a recently-proposed class of scientometric coef-
ficients, the p-sphere indices, which is a generalization of
Hirsch’s index, to construct an exemplary possibility measure.
A real-world example was presented for illustration.

As it was already mentioned, future work should definitely
encompass the construction of different possibility measures,
according to the type of a process affecting citation sequences.
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